6. FULLER A.T., Study of an optimal non-linear control system, J. Electron. Control, 15, 1, 1963.
7. MARCHAL C., Chattering arcs and chattering controls, J. Optimiz. Theory and Appl. 11, 5, 1973.
8. GABASOV R. and KIRILLOVA F.M., Singular Optimal Controls, Nauka, Moscow, 1973.
9. JOHNSON C.D., Singular solutions in problems of optimal control, Advances in control Systems: Theory and Applications, Ed. Leondes, C.T., Acad. Press, New York, 2, 1965.
10. KELLEY H.J., KOPP R.E. and MOYER H.G., Singular Extremals, Topics in Optimization, Ed. Leitmann, G.N., Acad. Press, New York, 1967.
11. MCDANNELI J.P. and POWERS W.F., Necessary conditions for joining optimal singular and nonsingular subarcs, SIAM J. Control, 9, 2, 1971.

Translated by D.E.B,

PMM U.S.S.R.,Vo1.52,No.6,pp.731-737,1988
0021-8928/88 \$10.00+0.00
Printed in Great Britain
(C) 1990 Pergamon Press plc

# MODES WITH SWITCHINGS OF INCREASING FREQUENCY IN THE PROBLEM OF CONTROLLING A ROBOT* 

V.F. BORISOV and M.I. ZELIKIN


#### Abstract

Trajectories that are optimal with respect to high-speed response are constructed for a system for controlling a two-component manipulator (a robot). It is shown that when the initial conditions lie within a certain open region of the phase space, all optimal trajectories will have a segment of switchings of increasing frequency (SIF), i.e. a segment in which the control will undergo an infinite number of switchings in a finite time interval.

The synthesis of the optimal control in the $R^{2}$ plane containing the mode of SIF was first constructed by Fuller / / / It was shown in $/ 2 /$ that the synthesis is structurally stable in the sense that adding terms of higher order of smallness to the integrand and to the right-hand sides of the system of differential constraints does not affect the qualitative pattern of the optimal synthesis in the neighbourhood of the origin of coordinates.

The present paper explains that the synthesis in the problem of optimal control (relative to the high speed response) of the motion of the robot appears, in a certain sense, a direct product of the synthesis appearing in the Fuller problem and of the synthesis in the simplest problem of highspeed response (/3/, pp.38-47). The special aspect of the present paper consists of the proof of the proposition that switching surface is a piecewise-smooth manifold. The presence of the SIF mode is connected only with the fact that every trajectory intersects this surface an infinite number of times. In existing papers, the piecewise smoothness of the switching curve was proved for the two-dimensional problems using the SIF mode only for problems admitting of a one-parameter group of symmetries $/ 1,4-6 /$. A proof of the presence of $S I F$ was given in $/ 7,8 /$.


1. Formulation of the problem. The problem of controlling the robot can be formulated in two ways /9/. A movable element is fixed on a massive vertical cylinder rotating about its axis. In the first version the movable element has the form of a bar rotating in the vertical plane, and in the second version it takes the form of a horizontal advancing arrow. The system has two control parameters, the moment acting on the vertical cylinder, and
the force acting on the movable element. Both controls are constrained in modulo. The equations of motion for the first version have the form

$$
\begin{array}{ll}
x_{1}^{*}=x_{2}, & x_{2}{ }^{\circ}=\left(v-x_{2} x_{4} \sin 2 x_{3}\right) /\left(1+\sin ^{2} x_{3}\right)  \tag{1.1}\\
x_{3}{ }^{\circ}=x_{4}, & x_{4}{ }^{\circ}=u+\sin x_{3}+C x_{2}{ }^{2} \sin 2 x_{3}
\end{array}
$$

and for the second version we have

$$
\begin{align*}
& x_{1}=x_{2} /\left(1+x_{3}{ }^{2}\right), \quad x_{2}{ }^{\circ}=v, \quad x_{3}=x_{4}  \tag{1.2}\\
& x_{4}=u+x_{2}{ }^{2} x_{3} /\left(1+x_{3}{ }^{2}\right)^{2}
\end{align*}
$$

The controls $u(\cdot), v(\cdot)$ are measurable functions, and

$$
\begin{equation*}
|u| \leqslant u_{0}, \quad|v| \leqslant 1 \tag{1.3}
\end{equation*}
$$

The trajectories $X(\cdot)=\left(x_{1}(\cdot), x_{2}(\cdot), x_{3}(\cdot), x_{1}(\cdot)\right)$ are absolutely continuous. We shall consider the problem (Problem Al)

$$
T \rightarrow \min , \quad X(0)-X_{0}, \quad X(T)-0
$$

where the trajectory $X(t)$ satisfies system (1.2), (1.3). All results obtained remain valid also for the problem in which the trajectories $X(t)$ satisfy system (1.1), (1.3).

Definition. We shall call the trajectory $X(t)$ with control $u(t), v(t)$ the mode of switching of increasing frequency (SIF), if the control has an infinite number of discontinuities in a finite time interval.

Below we shall show that for any $A, B: B<0, A>1 / 2 B^{2}$ with initial conditions $X_{0} \in$ $D_{\varepsilon}=\left\{X \mid \max \left(\sqrt{\left|x_{4}\right|},\left|x_{3}\right|:\left|x_{1}-A\right|,\left|x_{2}-B\right|\right)<\varepsilon\right\}$, the optimal trajectories (OT) of Problem Al contain, for sufficiently small $\varepsilon$, the segments of SIF. After a finite time interval depending on the initial conditions in a continuous manner, the oT with an infinite number of switching of the component of the control $u$ and with constant $v=-1$, will emerge onto the singular manifold of the Problem Al represented by the surface $\pi=\left\{X \mid x_{3}=x_{4}=0\right\}$. After this, $v$ will arrive, with $u=0$ and a single switching, at the origin of coordinates. A one-parameter family of or filling the two-dimensional surface $\Sigma_{\alpha, \beta}$, smooth outside $\Sigma_{\alpha, \beta}$ ? $\pi$, arrives at every point $(\alpha, \beta, 0,0) \in D_{\mathcal{R}}$. The region $D_{\mathcal{e}}$ decomposes into the layers $\Sigma_{\alpha, \beta}$ over the base $\pi$. The points of switching the or form a three dimensional surface $F$ (of class $C^{1}$ outside $P \cap \pi$ ), dividing the region $D_{\mathcal{\varepsilon}}$ into two subregions $D_{\varepsilon}{ }^{+}$and $D_{\varepsilon}{ }^{-}$in which $u=1$ and $u=-1$ respectively.
2. Reduction of the problem. Let us consider the following system of equations:

$$
\begin{aligned}
& x_{1}^{*}=\sigma x_{2}, \quad x_{2}^{*}=v, \quad x_{3}^{*}=x_{4} \\
& x_{4}^{*}=u+x_{2}{ }^{2} x_{3} /\left(1+x_{3}{ }^{2}\right)^{2}
\end{aligned}
$$

where the control $\sigma \in[0,1], u, v$, and conditions (1.3) all hold. Let us denote by $M_{R}$ the set of absolutely continuous trajectories $X(\cdot), X(0)=X_{0} \quad$ satisfying system (1.2) at $0 \leqslant$ $t \leqslant \varepsilon R$, and system (2.1) at $t>\varepsilon R$. The constant $R$ will be chosen later.

Let us consider the following problem (Problem A2):

$$
T \rightarrow \text { inf, } \quad X(0)=X_{0}, \quad X(T)=0, \quad X(\cdot) \in M_{R}
$$

By virtue of Filippov's theorem / 10 / Problems Al and A2 have solutions for any initial conditions.

Note 1. The optimal time in Problem A2 does not exceed the optimal time in Problem Al. Therefore, if the OT of Problem A2 is found to be admissible in the Problem Al, then it will also represent the OT in Al. Below we shall show that problem Al and A2 are indeed equivalent.

All subsequent assertions will be valid when $\varepsilon \leqslant \varepsilon_{0}$ for a suffficiently small $\varepsilon_{0}=$ $\varepsilon_{0}(A, B)>0$, and we shall not discuss it in any detail.

Lemma 1. Let $X^{*}$ be the OT in Problem A2 with initial conditions $X_{0} \in D_{\varepsilon}$, and $\sigma^{*}, u^{*}, v^{*}$ be the control on it. Then $\sigma^{*} \equiv 1$ when $t>\varepsilon R ; v^{*} \equiv-1$ for $0 \leqslant t \leqslant \varepsilon R$.

Proof. When $t>\varepsilon R$, the motion in the $x_{1}, x_{2}$ plane does not depend on the behaviour of the coordinates $x_{3}, x_{4}$. When $X_{0} \in D_{2}$, we can move the projection of the trajectory $\quad X(\cdot)$ on the $x_{3}, x_{4}$ plane to the origin of coordinates, in a time of the order of $\varepsilon$. Therefore the optimal time $T^{*}$ is determined by the conditions $x_{1}\left(T^{*}\right)=x_{2}\left(T^{*}\right)=0$ only.

Let us write $x_{1}{ }^{*}(\mathrm{e} R)=\alpha, x_{2}{ }^{*}(\varepsilon R)=\beta$. Considering just the first two equations of system (2.1), we can show that $x_{2}{ }^{*}(t) \leqslant 0$ for any $t \geqslant 0,0^{*} \equiv 1$ and

$$
\begin{equation*}
T^{*}=\boldsymbol{\beta}+2 \sqrt{\alpha+1 / 2 \beta^{2}}+\varepsilon R \tag{2.2}
\end{equation*}
$$

Thus Problem A2 is reduced to that of minimizing the function (2.2) on the solutions of system (1.2), (1.3) determined for $0 \leqslant t \leqslant \varepsilon R$.

We shall show that if $v^{*} \neq-1$ on the set of positive measure for $0 \leqslant t \leqslant \varepsilon R$, then the
trajectory $X^{*}$ will not be optimal. Let us consider the trajectory $X^{\circ}$ of the system (1.2) with control $u^{\circ}=u^{*}, v^{\circ}=-1$. We have

$$
\begin{align*}
& z(t)=\int_{0}^{t}\left(1+v^{*}(\tau)\right) d \tau \geqslant 0  \tag{2.3}\\
& y^{\prime \prime}=\left(x_{2}^{*}\right)^{2} x_{3}^{*} /\left(1+\left(x_{3}^{*}\right)^{2}\right)^{2}-\left(x_{2}{ }^{0}\right)^{2} x_{3}{ }^{0} /\left(1+\left(x_{3}^{0}\right)^{2}\right)^{2}  \tag{2.4}\\
& \left(y(t)=x_{3}{ }^{*}(t)-x_{3}{ }^{\circ}(t), \quad z(t)=x_{2}{ }^{*}(t)-x_{2}{ }^{\circ}(t)\right)
\end{align*}
$$

Let us integrate the terms on the right-hand side of (2.4), separating $y(t), z(t)$ as factors and denoting by $a\left(X^{*}, X^{0}\right), b\left(X^{*}, X^{\circ}\right)$ the coefficients of $y(t), z(t)$.

$$
y^{*}=a y+b z
$$

Taking into account the fact that $y(0)=0, y^{\prime}(0)=0$, we obtain

$$
\left.y(\cdot)\right|_{[0, t]}=K_{t}^{-1}(Z(\cdot)), \quad Z(t)=\int_{0}^{t}(t-\tau) b(\tau) z(\tau) d \tau
$$

where we have introduced the operator

$$
\begin{gathered}
K_{t}: C[0, t] \rightarrow C[0, t], \quad 0<t \leqslant \varepsilon R \\
\left(K_{t} w\right)(t)=w(t)-\int_{0}^{t}(t-\tau) a(\tau) w(\tau) d \tau
\end{gathered}
$$

which has a bounded inverse.
From this we find ( $C>0$ ) that

$$
\begin{equation*}
|y(t)|<C \varepsilon\|z(\cdot)\|_{C[0, t]}=C E z(t) \tag{2.5}
\end{equation*}
$$

Let us now obtain an estimate for

$$
\Delta x_{1}=x_{1}{ }^{*}(\mathrm{E} R)-x_{1}{ }^{\circ}(\mathrm{e} R)=\int_{0}^{\varepsilon R}\left(\frac{x_{2}^{*}}{1+x_{3}^{*}}-\frac{x_{2}{ }^{n}}{1+x_{3}^{\rho^{2}}}\right) d t
$$

Separating in the integrand the terms containing $y(t), z(t)$, and taking into account (2.5) and the fact that $\left|x_{3}{ }^{\circ}(t)\right|<O(e)$, we obtain

$$
\Delta x_{1} \geqslant(1-O(e)) \int_{0}^{\varepsilon R} z(t) d t
$$

Now from (2.2) and (2.3) we obtain the inequality $T^{*}\left(X^{*}(\cdot)\right)<T^{*}\left(X^{*}(\cdot)\right)$, which is impossible. From Lemma 1 and the identity

$$
\begin{aligned}
& \left(t+x_{2}+2 \sqrt{\left.x_{1}+1 / 2 x_{2}^{2}\right)}\right)_{t=0}^{l=e R}=I \\
& I=\int_{0}^{\varepsilon R} F(X) d t, \quad F(X)=-x_{2} x_{3}^{2}\left(x_{1}+1 / 2_{2}^{2}\right)^{-1 / 2}\left(1+x_{3}^{2}\right)^{-1}
\end{aligned}
$$

satisfied on the solutions of the system $x_{1}^{*}=x_{2} /\left(1+x_{3}{ }^{2}\right), x_{2}{ }^{*}=-1$, it follows that problem A2 is equivalent to the problem

$$
\begin{aligned}
& I \rightarrow \inf ; \quad x_{1}{ }^{*}=x_{2} /\left(1+x_{3}{ }^{2}\right), \quad x_{2}{ }^{*}=-1, \quad x_{3}{ }^{*}=x_{4} \\
& x_{4}^{*}=u+x_{2}{ }^{2} x_{3} /\left(1+x_{3}{ }^{2}\right)^{2}, \quad X(0)=X_{0}, \quad|u| \leqslant u_{0}
\end{aligned}
$$

3. Mode of switchings at increasing frequency. Theorem 1. The solutions $X^{*}$ of Problem A2 with initial conditions $X_{0} \in D_{e}$, have a segment of SIF. The trajectories $X^{*}$ emerge, after a finite time shorter than $\varepsilon R$, and depending continuously on $X_{0}$ onto the singular mode $x_{2}=x_{4}=0$ with an infinite number of switchings of the control $u$. The optimal motion is completed by a segment of the singular trajectory with $u=0$.

Proof. $1^{\circ}$. The upper bound of the optimal value of the functional in Problem A2. when $0 \leqslant t \leqslant \varepsilon R$, we have, for any admissible trajectory of Problem A2, the inclusion $\quad X(t) \in D_{C_{1}}$. Therefore

$$
\max _{x(\rightarrow) \in M_{A}}\left(x_{2}{ }^{2} x_{3} /\left(1+x_{3}\right)^{2}: 0 \leqslant t \leqslant \varepsilon R\right) \leqslant \gamma_{0}<C_{2} \varepsilon
$$

Let $x^{\circ}=\left(x_{3}{ }^{\circ}, x_{4}{ }^{\circ}\right)$ be the oT in the problem

$$
\begin{aligned}
& T \rightarrow \inf ; \quad x_{3}^{*}=x_{4}, \quad x_{4}^{*}=u, \quad|u| \leqslant u_{1}=u_{0}-\gamma_{0} \\
& x_{i}(0)=x_{i 0}, \quad x_{i}(T)=0, \quad i=3,4
\end{aligned}
$$

We shall consider the set $K(r)=\left\{x_{3}, x_{4}| | x_{3} \mid+\left(2 u_{1}\right)^{-1} x_{4}{ }^{2} \leqslant r\right\}$. Then, if $X_{0} \in D_{2}$, then $\left(x_{30}, x_{40}\right) \in K\left(\lambda \varepsilon^{2}\right), \lambda=1+\left(2 u_{1}\right)^{-1}$. Let $\left(x_{30}, x_{40}\right) \equiv K(r), r \leqslant \lambda \varepsilon^{2}$. The time $\tau^{\circ}$ of arrival of $x^{\prime}(\cdot)$ at the point ( 0,0 ) has the upper bound $C_{3} \sqrt{\prime} \bar{r}$. Moreover, $x^{\circ}(t) \equiv K(r)$ for $t \in\left[0, \tau^{\circ}\right]$. Let us denote by $X^{\circ}(\cdot)$ the admissible trajectory in Problem A2, whose projection on the space $x_{3}, x_{4}$ coincides with $x^{\circ}(\cdot)$. Then

$$
\begin{equation*}
\inf _{x(\cdot) \in M_{R}} I \leqslant\left(r^{2} \div O(\varepsilon)\right)(A+1 / 2 B)^{-1 / 2} \int_{0}^{\tau^{3}}\left(-x_{2}{ }^{\circ}\right) d t \leqslant s r^{3 / 2} \tag{3.1}
\end{equation*}
$$

for certain $s>0$, it is possible to select a value independent of $R$.
$2^{\circ}$. The lower bound of the optimal value of the functional in Problem A2. In the region $Q_{1}=\left\{x_{3}, x_{4}| | x_{3} \mid \leqslant s_{2}^{1 / 2} r\right\} \backslash K(r)$ the component $x_{3}^{*}=x_{4}$ of the phase velocity is separated from zero: $\left|x_{3}\right| \geqslant \sqrt{r u_{1}}$, therefore the time for which any admissible trajectory remains in the region $\Omega_{1}$ is estimated as follows:

$$
\max _{x(\cdot) \in M_{B}}\left(\tau:\left(x_{3}, x_{4}\right)(t) \leqq \Omega_{1}, t \equiv[0, \tau]\right) \leqslant \sqrt{r / u_{1}}<s_{4} \sqrt{r / u_{0}}
$$

Let $X(\cdot)$ be any trajectory admissible in Problem A2 and such, that $x_{3}(0)=1 /{ }_{2} r$ sgn $x_{4}(0)$. Then

$$
\begin{align*}
& \inf _{x(\cdot)=M_{R}}\left(\tau>0:\left(x_{3}, x_{4}\right)(\tau) \not \equiv \Omega_{2}\right) \geqslant 2 \sqrt{r / u_{1}} /\left(u_{0}+\gamma_{0}\right)>  \tag{3.2}\\
& { }_{3}, 2 \sqrt{r / u_{0}}, \Omega_{2}=\left\{x_{3}, x_{4}| | x_{3} \mid \geqslant 1 /{ }_{2} r\right\} \backslash K(r)
\end{align*}
$$

Let $X^{*}$ be the ot of the Problem A2, $X^{*}(0) \in D_{\varepsilon},\left(x_{3}{ }^{*}, x_{4}{ }^{*}\right)(0) \in K(r)$. Let us estimate the time $\tau$ in which $X^{*}$ arrives at the region $K(1 / 2 r)$, i.e. let us assume that $\left(x_{3}{ }^{*}, x_{4}{ }^{*}\right)(t) \not \ddagger$ $K\left({ }^{1} / 2 r\right)$ when $t \in[0, \tau](\tau \leqslant \varepsilon R)$. Let $n$ be the number of intersections of the trajectory $X^{*}$ with the planes $x_{3}=1 / 2 r \operatorname{sgn} x_{4}$ at $t \in[0, \tau]$. We write $\mu=\left\{t \in[0, \tau]| | x_{3}{ }^{*}(t) \mid \leqslant 1 / 2 r\right\}, v=[0, \tau\} \backslash \mu$. By virtue of (3.2) we have $\tau>{ }^{3 / 2}(n-1) \sqrt{r / u_{0}}$, therefore

$$
\begin{aligned}
& n<1+2 / 3 \tau \sqrt{u_{0} / r}, \quad \text { mes } \mu<5 / 4 n \sqrt{r / u_{0}} \leqslant 5 / 4 \sqrt{r / u_{0}}+5 / 6 \tau, \\
& \text { mes } v \geqslant 1 / 6 \tau-5 / 4 \sqrt{r / u_{0}}
\end{aligned}
$$

By virtue of (3.1) we have

$$
\begin{equation*}
\int_{a}^{\tau} F^{*} d t \leqslant s r^{0 / 2}, F^{*}=F\left(X^{*}\right) \tag{3.3}
\end{equation*}
$$

On the other hand we find, that

$$
\begin{equation*}
\int_{v}^{\tau} F^{*} d t \geqslant \int_{v} F^{*} d t \geqslant Q_{1} r^{2} \operatorname{mes} v \geqslant Q_{2} r^{2} \tau-Q_{3^{* / 2}} \tag{3.4}
\end{equation*}
$$

for some $Q_{i}>0$, independent of $R$. From (3.3) and (3.4) it follows that $\tau<Q \sqrt{r}$.
Thus after a period not exceeding $Q \sqrt{r}$, the value of $r$ is hal.ved, after the time of
$Q V^{\sqrt{1 / 2} r}$ it halves again, and so on. It follows therefore that when $r<\lambda \cdot \varepsilon^{2}$, then the time in which the OT $X^{*}$ with initial conditions $X_{0} \in D_{z}$ arrives at the plane $x_{3}=x_{4}=0$, has an upper bound in the form of the following sum of a geometric progression:

$$
\tau<Q\left(\sqrt{r}+\sqrt{2^{-1} r}+\ldots+\sqrt{2^{-\pi} r}+\ldots\right)=\frac{Q \hat{V^{r}}}{1-2^{-1 / 2}} \leqslant Q^{*} \varepsilon
$$

Let us select $R>Q^{*}$. Then $\tau<\varepsilon R$ and by virtue of Note 1 the ot in Problem A2 will be the ot in Problem Al. Thus we have shown that the ot $X^{*}$ of Problem Al arrives at the plane $\pi$ in a time shorter than $\varepsilon R$, which is continuously dependent on initial conditions $X_{0} \in D_{\varepsilon}$.
30. Order of the singular ot's. we shall show that the ot of problem al with $X_{0} \in D_{\varepsilon}$,
have sogments of SIF. To do this it is sufficient to show that the oT of Problem Al, singular in it and belonging to $D_{\varepsilon}$, are of even order (see/11/for the definition of the order of a singular trajectory).

Let us considex the system of equations of the Pontryagin maximum principle /12/for Problem A1

$$
\begin{aligned}
& \psi_{1}^{*}=0, \quad \psi_{2}^{*}=-\psi_{1} /\left(1+x_{3}^{2}\right)-2 x_{2} x_{3} \psi_{4} /\left(1+x_{3}^{2}\right)^{2} \\
& \psi_{3}^{*}=2 \psi_{1} x_{2} x_{3} /\left(1+x_{3}^{2}\right)^{2}-x_{2}^{2}\left(1-3 x_{3}^{2}\right) \psi_{4} /\left(1+x_{3}{ }^{2}\right)^{3} \\
& \psi_{4}^{*}=-\psi_{3}, \quad x_{1}^{*}=x_{2} /\left(1+x_{3}^{2}\right), \quad x_{2}^{*}=v^{*} \\
& x_{3}^{*}=x_{4}, \quad x_{4}^{*}=u^{*}+x_{2}^{2} x_{3} /\left(1+x_{3}^{2}\right)^{2} \\
& \max _{|t|_{\leqslant} \leqslant v_{0}} u \psi_{4}(t)=u^{*}(t) \psi_{4}(t), \max _{\mid t \in l} v \psi_{2}(t)=v^{*}(t) \psi_{2}(t)
\end{aligned}
$$

Let us determine the trajectories singular in $u_{\text {, }}$ lying in $D_{\varepsilon}$. Let $\psi_{4}(t)=0$ on some segment $\left(\tau_{0}, \tau_{1}\right)$. Then $\psi_{3}(t)=0$. Differentiating the identity $\psi_{3}=0$ we obtain, by virtue of the system of Eqs. (3.5), $x_{2} x_{3} \psi_{1}=0$. From Lemma 1 it follows that $x_{2} \neq 0$ in $D_{\varepsilon}$. If $\psi_{1}=0$, then $\psi_{2}=$ const $\neq 0$ and the optimal control $u^{*}$ will constantly violate Lemma 1 . Therefore $\varphi_{1} \neq 0$, and we have $x_{3}=x_{4}=u^{*}=0$. Differentiating the relations $H_{1}=\psi_{4}$ we find, by virtue of system (3.5), that at the segment of singular control

$$
\frac{\partial}{\partial u} \frac{d^{k} H_{1}}{d t^{k}}=0, \quad k=0,1,2,3 ; \quad \frac{\partial}{\partial u} \frac{d^{4} H_{1}}{d t^{4}}=2 \int_{2} \psi_{1} \neq 0
$$

Therefore, the order of the singular extremal is zero. The validity of the initial assertion now follows from the fact that the singular of of even order cannot combine with the piecewise smooth non-singular or if the control is discontinuous at the point of conjugation /11/. This completes the proof of Theorem 1 .
4. Smoothness of the switching surface. Theorem 2. Problem A2 has a two-parameter set of families of extremals $N_{a, p}$ of the following type. For fixed values of $\alpha, \beta$ the trajectories of the family $N_{\alpha, \beta}$ pass through the point $X_{\alpha, \beta}=(\alpha, \beta, 0,0) \in D_{\varepsilon}$ and contain the segment of SIF. The points of switching of the trajectories $N_{\alpha, \beta}$ form, for fixed $X_{\alpha, \beta}$, a one-dimensional curve smooth outside $\pi$. The set $P$ of points of switching for all trajectorics $N_{\alpha, \beta}$ with $X_{\alpha, \beta} \in D_{\varepsilon}$, is a threc-dimensional surfacc smooth cverywhere except, perhaps, at the points $P \cap \pi$.

Proof. Let us put, for brevity, $u_{0}=1$. We shall seek a family $N_{\alpha, \beta}$ of trajectories of system (3.5) passing through the point

$$
\begin{aligned}
& x_{1}=\alpha, \quad x_{2}=\beta, \quad x_{3}=x_{4}=\psi_{3}=\psi_{4}=0 \\
& \psi_{1}=-1, \quad \psi_{2}=-\beta-\sqrt{\alpha+1 / 2 \beta^{2}}
\end{aligned}
$$

Let us consider the mapping of the continuation $\Phi$ of the surface $\Sigma=\left\{\xi=(\Psi, X) \mid \psi_{i}=\right.$ $0\}$ onto itself, forming together with the point $\xi_{0} \in \Sigma$, the point $\xi_{1}=\Phi \xi_{0} \in \Sigma$ of intersection of the trajectory $\xi\left(t, \xi_{0}\right), \xi\left(0, \xi_{0}\right)=\xi_{0}$ of system (3.5) with the surface $\Sigma$, at negative $t$ smallest in modulo. We denote by $t\left(G_{0}\right)$ the neyative root of the equation ${ }_{4}(\pi$, $\left.\xi_{0}\right)=0 \quad$ smallest in modulo.

We replace the variables $\xi=(\Psi, X)$ by the variables $\Lambda=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}\right)$, using the formulas

$$
\begin{align*}
& x_{1}=\alpha+u \lambda_{1} \lambda_{3}, \quad x_{2}=\beta+u \lambda_{1} \lambda_{4}  \tag{4.1}\\
& x_{3}=-u \lambda_{1}^{2} \lambda_{2}, \quad x_{4}=\lambda_{1}, \quad \psi_{2}=-\beta-\sqrt{\alpha+1 / 2 \beta^{2}}+u \lambda_{1} \lambda_{6} \\
& \psi_{3}=\lambda_{1}^{3} \lambda_{5}, \quad u=\operatorname{sgn} \lambda_{1}
\end{align*}
$$

The above formulas specify one of the versions of determining the singularity of the mapping $\Phi$ : instead of the point $x_{1}=\alpha, x_{2}=\beta, x_{3}=0, x_{4}=0, \psi_{2}=-\beta-\sqrt{\alpha+1 / \rho_{2}^{2}}, \varphi_{3}=0, \psi_{4}=$ 0 we insert the plane $\lambda_{1}=0$.

We shall seek a switching curve on the solutions of the family $N_{\text {a, }}$, starting from the fact that the curve must be an invariant curve of the mapping $\Phi$. We rewrite Eq. (3.5) in the form of integral equations, and make the substitution (4.1). We shall seek a solution of the equation $\psi_{4}\left(\tau, \xi_{0}\right)=0$ in the form $\tau=u \lambda_{1} s$. We shall agree to denote by $O_{k}(\varepsilon)$ the function $\Lambda$ such, that $\left\|O_{r}(\varepsilon)\right\|_{C^{*}(\mathbb{R})} \rightarrow 0$ as $\varepsilon \rightarrow 0$ (where $\Omega$ is an arbitrary compact region of $R^{*}$ corresponding to $D_{e}$ under the substitution (4.1)). Let $\Lambda^{1}=\Phi(\Lambda)$. Then we obtain

$$
\begin{gather*}
\lambda_{1}^{1}=(1+s) \lambda_{1}+O_{1}(e), \quad \lambda_{2}^{1}=\left(-\lambda_{2}+s+1 / s^{2}\right) \times  \tag{4.2}\\
(1+s)^{-2}+O_{1}(\varepsilon), \quad \lambda_{3}^{1}=-\left(\lambda_{3}+\beta s+u \lambda_{1}\left(\lambda_{4} s-\right.\right. \\
\left.\left.1 / s^{2}\right)\right)(1+s)^{-1}+O_{1}(\varepsilon), \quad \lambda_{4}=\left(-\lambda_{4}+s\right)(1+s)^{-1}+
\end{gather*}
$$

$$
\begin{aligned}
& O_{1}(\varepsilon), \quad \lambda_{5}^{1}=\left(\lambda_{5}+\beta\left(2 \lambda_{2} s-s^{2}-1 / s^{3}\right)+\right. \\
& u \lambda_{1}\left(2 \lambda_{2} \lambda_{4} s-\left(\lambda_{2}+\lambda_{4}\right) s^{2}-1 / 3\left(2-\lambda_{4}\right) s^{3}+\right. \\
& \left.\left.1 / 4_{4} 4^{3}\right)\right)(1+s)^{-3}+O_{1}(\varepsilon), \quad \lambda_{6}^{1}=-\left(\lambda_{6}+s\right)(1+s)^{-1}+ \\
& O_{1}(\varepsilon)
\end{aligned}
$$

We obtain the following equation for $s=s(A)$ :

$$
\begin{align*}
& 0=-\lambda_{5}+\beta\left(-\lambda_{2} s+1 / 3 s^{2}+1 / 1 s^{3}\right)+u \lambda_{1}\left(-\lambda_{2} \lambda_{4} s+1 / 3\left(\lambda_{2}+\right.\right.  \tag{4.3}\\
& \left.\left.\lambda_{4}\right) s^{2}+1 / 1 / 12\left(\lambda_{4}-2\right) s^{3}-1 / 2 s^{4}\right)+O_{1}(\varepsilon)
\end{align*}
$$

Direct calculation confirms that the bound of the mapping $\left.\Phi\right|_{h_{1}=0}$ has a unique fixed point $\Lambda^{\circ}=\Lambda^{\circ}(\alpha, \beta)$ with $\lambda_{2}{ }^{\circ}>0$.

Let us fix $\alpha, \beta:|\alpha-A|<\varepsilon,|\beta-\beta|<e$. For any sufficiently small neighbourhood $U_{0}$ of the point $\Lambda^{\circ}$, the constraints $\Phi^{2} \|_{0} \cap\left\{A: \lambda_{1}>0\right\}$ and $\Phi^{2} \mid U_{0} \cap\left(A ; z_{1}<0\right\}$ (where $\left.\Phi^{2}(\Lambda)=\Phi(\Phi(\Lambda))\right)$ are obviously continued to the diffeomorphism onto the whole neighbourhood $U_{B}$. we shall denote these continuations by $\Phi_{+}{ }^{2}$ and $\Phi_{-}{ }^{2}$. We can directly confirm that they have a saddle point structure at the fixed point $\Lambda^{\circ}(\alpha, \beta)$ : the Jacobians $D \Phi_{ \pm}{ }^{2}\left(\Lambda^{\circ}(\alpha, \beta)\right)$ have each a single eigenvalue greater than unity with the eigenvectors $\varphi_{ \pm}$, and all remaining eigenvalues are less than unity in modulo. According to the theorem on invariant manifolds for a difeomorphism $/ 13 /$, the mapping $\Phi$ has a one-dimensional unstable invariant manifold $\Gamma_{\alpha, \beta}$, smooth outside the point $\lambda_{1}=0$, and tangent to the eigenvectors $\varphi_{+}$when $\lambda_{1}>0$, and to $\varphi_{-}$when $\lambda_{1}<0$. It can be shown that the set $\Gamma=\bigcup_{\alpha \cdot \beta} \Gamma_{\alpha, \beta}$ is a three-dimensional manifold of the form $\Lambda=$
$f\left(\lambda_{1}, \alpha, \beta\right)$ of class $C^{1}$ outside the plane $\lambda_{1}=0$.
Let us denote by $N_{\alpha, \beta}$ the family of trajectories of system (3.5) with initial conditions corresponding, according to the formulas (4.1), to the points of the manifold $\Gamma$. $N_{\alpha, \beta}$ has all the properties demanded in the formulation of the theorem, and this completes the proof of Theorem 2.

Lemma 2. Let $\lambda^{*}(\lambda, \alpha, \beta)$ be a component $\lambda_{1}$ of the vector $\Phi^{-1}(\Lambda), \Lambda=f(\lambda, \alpha, \beta)$. Then $\left|\partial \lambda^{*} / \partial \lambda\right|<1 / 4, \quad\left|\partial \lambda^{*} / \partial \alpha\right|=O(\varepsilon), \quad\left|\partial \lambda^{*} / \partial \beta\right|=O(\varepsilon)$

We prove the lemma by differentiating the mapping (4.2), (4.3) at the point $\Lambda^{\circ}(\alpha, \beta)$. -
5. Proof of the optimality of the family of extremals. Theorem 3. The trajectories of the family $N_{\alpha, \beta}$ are optimal in Probiem Al.

Proof. We shall use the notation of Theorem 2. We see that on the extremals constructed we have $H=\sqrt{\alpha+1 / 2 \beta^{2}} \neq 0$, we shall show that the field of conjugated variables $\Psi / H=\left(\psi_{1} / H\right.$, $\left.\ldots, \psi_{4} / H\right)$ corresponding to $N_{\alpha, \beta}$ is potential in the region $D_{\varepsilon}$.

According to the theorem on the continuous dependence of the solutions of differential equations on the initial date, the function $\Psi / H$ is continuous in $D_{e}$. Let $P$ be the surface of switching of the trajectories $N_{\alpha, \beta}$. we shall consider an arbitrary closed contour $\gamma^{\circ} \subset$ $P \backslash \pi$, and show that

$$
\begin{equation*}
\oint_{\psi^{0}} \frac{\psi}{H} d X=0 \tag{5.1}
\end{equation*}
$$

We denote by $\Phi^{*}$ the mapping of the continuation $\Phi^{*}: P \rightarrow P$, induced by the mapping $\Phi^{-1}$. According to the Poincare-Cartan theorem on integral invariant /14/, we have

$$
\oint_{\gamma^{n}} \frac{\psi}{H} d X=\oint_{\gamma_{0}} \frac{\psi}{H} d X, \quad \gamma^{n}=\Phi^{*} \gamma^{n-1}
$$

Let us choose, as the system of coordinates on $P$, the values $\left(\lambda_{1}, \alpha, \beta\right)$. We have in these coordinates $\Phi^{*}\left(\lambda_{1}, \alpha, \beta\right)=\left(\lambda^{*}\left(\lambda_{1}, \alpha, \beta\right), \alpha, \beta\right)$.

Let us write $\operatorname{pr}\left(\lambda_{1} ; \alpha, \beta\right)=(0, \alpha, \beta)$. It is clear that it is sufficient to consider only those $\gamma^{\circ}$ for which $\operatorname{pr} \gamma^{3}$ is a piecewise smooth curve. According to Lemma $2, \gamma^{n} \rightarrow \operatorname{pr} \gamma^{\gamma}$ in the metric of $C^{2}$ as $n \rightarrow \infty$. The bound $\Psi /\left.H\right|_{\pi}$ coincides with the corresponding field of conjugate variables in the simplest problem of high speed response in the $\pi$ plane. We know that this field is potential, therefore the relation (5.1) holds. This, together with the fact that $\Psi / H$ is continuous, implies that $\Psi / H$ is potential in $D_{\varepsilon}$.

Let now $X^{*}$ be the oT in Problem Al, $X^{*}(0) \in D_{e}$ and $X^{\circ}$ be a trajectory of the family $N_{\alpha, \beta}$ with $X^{\circ}(0)=X^{*}(0)$. Consider the contour in $D_{\varepsilon} \cup \pi$ formed by these trajectories. Since $\Psi / H$ is potential, we have

$$
\oint_{X^{*}} \frac{\psi}{H} d X=\oint_{X^{\circ}} \frac{\psi}{H} d X
$$

From the Pontryagin maximum principle it follows that the right-hand side of this relation is equal to $T^{\circ}$, and the left-hand side does not exceed $T^{*}$, where $T^{\circ}, T^{*}$ is the time of motion along $X^{\circ}$ and $X^{*}$ respectively to the origin of coordinates. From this it follows that $T^{\circ} \leqslant T^{*}$, i.e. $X^{\circ}$ is an OT. The theorem is proved.
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